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     Introduction

     Construction of GDTB

● Understanding discourse relations is essential for exploring the structure of natural languages, for 
model pre-training and advancing NLP tasks, including discourse parsing and other applications

● Discourse Relation Frameworks: PDTB (Prasad et al. 2014), RST (Mann and Thompson 1988), 
SDRT (Asher and Lascarides 2003) etc. 

● Existing datasets for training shallow discourse parsing systems, like PDTB-3, lack diversity of 
domains (limited to newswire)

● We present a new high-quality, PDTB-style benchmark GDTB based on the GUM corpus with 16 
diverse genres, valuable resource for out-of-domain PDTB-style shallow discourse parsing 

     GDTB: The Benchmark

     Conclusion
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     Experiments & Results

Steps
    Sense Mapping

    Explicit Module

    Implicit Module

    AltLex Module

    AltLexC Module

    Hypophora Module

    EntRel Module

    Argument Span Module

● Introducing GDTB, a valuable, high-quality PDTB-style dataset covering 16 
English spoken and written genres for open-domain shallow discourse parsing

● Demonstrate reliable conversion from RST relations to PDTB-style 
annotations

● Cross-corpus experiments reveal PDTB’s current inadequacy for relation 
classification in open domain settings

● Outlook

○ Extend to the RST-PDTB conversion for other resources

○ Contribute to theoretical studies of 

■ discourse relation variation across genres 

■ the comparison of alignments between PDTB & RST/eRST

Quality Evaluation

●  System outputs vs. manually corrected test set 
(1531 rels)

● Two scenarios: exact match & span-only match

● micro-F1 score of 92 for overall quality, above 
human agreement scores in previous research

● Argument spans are relatively reliable compared to 
sense prediction, especially for implicit cases
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Dataset Conversion

● Use GUM v10 and its multi-layer annotations (gold 
syntax, coreference, eRST)

● Process

○ Explicit, implicit, AltLex, AltLexC on the right

○ Hypophora Module: generated from each RST 
TOPIC-QUESTION relation

○ EntRel Module: If no relation specified for two 
adjacent sentences, ENTREL for coreference in 
elaborative relations, otherwise NOREL

○ Argument Span Module: align target and source 
EDU spans to PDTB-style

● 3 setups: within-corpus, cross-corpus, joint-training

● Results

○ cross-corpus degradation observed, especially for implicit relations

○ Best-performing genres for each model are news and academic 
the worst-performing genre is court
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