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P Introduction

e Motivation
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_ _ _ _ - R lution Relation Classification Dialogue State Tracking Query Rewriting
o Understanding context is key to understanding human language, and an essential ability for Q30
Large Language Models (LLMs).
o The size of LLMs hinders the deployment of large models to personal devices and restricts the vafOCNiZZ’S FOIE:3 Muttivioz %“RZ‘(’:%O
on-device performance of language understanding tasks. InCar
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e NLP tasks that demand a nuanced comprehension of linguistic features within a provided context e S dofavs: Aol inie An ancient stone church
people have long been looking forward stands amid the fields,x CANARD

are under studied in previous LLM evaluations.

e Our context understanding benchmark aims to provide a comprehensive and in-depth evaluation
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P The Context Understanding Benchmark

to started emerging with frequency in
various major Hong Kong media. With
their unique charm, these well-known
cartoon images once again caused
Hong Kong to be a focus of worldwide
attention ...

Arg2
the sound of bells cascading

from its tower, calling the
faithful to evensong.xx

user: |am lookingfora
train that leaves on Thursday

going to Cambridge.

User: Trytoreach Forbes now.
Bot: Forbes at Washington Post? Or

Forbes of Publishing Division?
User: Publishing Division.

of LLMs from multiple linguistic perspectives. bot: [TEXT]

user: IlEX”

Clusters

{Hong Kong, Hong Kong}
{their, these well - known
cartoon images}

e \We study the performance of various dense and 3-bit quantized LLMs on the query rewriting task.

Rewrite
Forbes of Publishing
Division.

Relation Label
Temporal

train-day: Thursday
train-destination: Cambridge

P Experiments

e Three model families HOPT-2.7B EmLLaMA-30B mGPT-3.5 M Fine-tuning

commercial models and fine-tuning models for each
task in the context understanding benchmark.

results with the best number of few-shot examples are reported for each task. Fine-tuning (FT) results serves as a

Table 3: A PDTB example of prompt and answer. reference when evaluating LLLMs’ capability under ICL setup.

| |
| |
| |
: I Task Dataset Metrics i) LA L) FT
o OPT (Zhang et al., 2022) | | 125M  350M 13B 2.7B 7B 13B 30B | 3.5-turbo
| |
o LLaMA (Touvron et al., 2023) | | | _WsSC273 | aAcc | 5824  66.67 7619 77.60 | 86.81 89.38 8901 | 8864 | NA
GPT (O Al 200 | | MUC 12.66 7.58 13.21 8.29 | 10.31 31.80 33.56 56.32 77.26
° (OpenAl, 2023) | | R ontoNotes | B® | 5380 5226 53.54 5241 | 5220 5843 5866 | 6820 | 73.43
e \arious model sizes : : CEAF;4 | 31.09 2949 3140 30.10 | 32.63 38.00 39.27 50.72 74.46
o OPT: 125M, 350M, 1.3B, 2.7B, 6.7B, 13B, 30B | | Avg.F1 | 3252 2978 3272 3027 | 31.71 4274 43.83 | 5841 | 76.03
| | DST | MultiwOZ JGA 11.11 2796 26.61 28.08 | 32.30 28.12 42.24 57.40 63.79
o LLaMA: 7B, 13B, 30B | | :
: : Disc. PDTB-3 Acc 10.04 10.04 10.04 16.15 | 17.16 26.01 39.77 43.83 76.23
o GPT: 3.5-turbo : : MuDoCo BLEU 0.46 0.36 7.02 4920 | 41.12 61.15 66.51 57.14 80.31
Tnstraction: Given ¢ ————— = : : ROUGE 1.52 12.18 1098 65.61 | 56.07 74.78 77.88 79.37 92.01
nstrucuon: U1ven two arguments and a 11st oI Connecuve ' pDige. TEENENNNEN———————————— o P T T T T T T T Arerr T T eA T AT Ar T Ar A Tamma Tl TR 1T Ao a4 rovo | T e Ad T T 2o A T
words, please select the most likely connective between : : QReCC BLEU 453 31.27 2635 40.09 | 28.19 38.64 58.68 55.24 58.67
two arguments. : : ________ ROUGE | 1391 58.18 53.10 68.32 | 48.27 5640 7874 | 79.98 | 8175
[Relation Description] | | QR InCar BLEU 0.00 7.66 12.71 2742 | 28.20 42.13 48.58 63.66 88.45
Klplllt: e o a ek hald i : : ROUGE 341 28.76 3045 49.63 | 4996 56.73 64.18 83.51 95.24
Ig 1. Ccore, also a ba olding company, nas assets | I T T T T T T Tl Bty | TnaAan Ac AN AzAar . 4600 | #2aAam z2zan Aaron |l zaaasa | om e
of $1.06 billion. : : GECOR BLEU 0.20 2640 26.32 4999 | 53.27 66.30 73.80 63.34 82.56
Arg 2: Central’s assets are $240 million. | T R ROUGE | 406 4213 4257 65.89 | 60.23 8099 8603 | 79.00 | 9263
Question: What is the connective that best describes the : : CANARD BLEU 261 1939 2424 34.66 | 21.34 29.32 47.24 47.12 57.46
Eelllation between two arguments? | LR el el e ROUGE | 9.82 4563 4936 62.73 | 38.17 46.61 69.73 | 74.61 | 81.06
oices: | |
3 . . | . . . .
ﬁn:;rgf _Orcal B Conutgency &, Cotipanson.D. Expansion | Figure 2: Comparison between commercial/non- i Table 5: Few-shot results of two open-sourced models and GPT-3.5 on the context understanding benchmark. The
| |
| |
| |

P Dense vs. Quantized (Query Rewriting)

3-bit post-training quantization GPTQ (Frantar et al., 2022) | | 6.7/7B 13B 30B
e Prior works (Beeching et al., 2023) Dataset O . o [ O [
Two types of errors have consistently §hown that, under Mudoco 53.1 41.1 | 552 61.1 | 55.2 66.5
e Error type 1: repeat the last query the same model size, LLaMA 71.8 560 | 72.1 747 | 71.5 7T717.8
 Error type 2: language modeling outperforms OPT CoRece | 466 281|437 36 | 438 586
- Example e Our findings (query rewriting) |74 482 716 564 | 719 787
User: what is the name of india pakistan border line o Model size ~7B InCar 42'3 4218'2 4;'9 +>] 246 42?
Bot: The Radcliffe Line was the boundary demarcation line between the Indian and Pakistani | 648 499 1626 567 | 653 641
portions of the Punjab and Bengal provinces of British India. n OPT>LlLaMA GECOR 38.8 532 1 609 663 | 582 733
User: who created the radcliffe line o Model size ~13B |77 692 | 783 809 | 76.1 86.0
Bot: The Radcliffe Line was named after its architect, Sir Cyril Radcliffe, who was the joint 438 213 | 375 293 | 413 47.2
’ ! ~ CANARD
chairman of the two boundary commissions for the two provinces. = OPT=LLaMA 72.0 38.1 | 66.0 46.6 | 69.3 69.7

o Model size ~30B
m OPT <LLaMA

User: when was the line published

Table 7: Comparison between OPT (O.) and LLaMA
(L.) across five query rewrite datasets. For each dataset,
the first and second rows represent BLEU and ROUGE
scores respectively.

Gold answer: when was the radcliffe line published

Prediction 1 (repeat the last query): when was the line published
Prediction 2 (language modeling): 1947

Dataset Metrics | 7B-D | 30B-Q | 30B-D .
WSC273 Acc | 86.81 | 87.18 | 89.01 Type Dataset | 7BD | 30BQ | 30BD P Conclusion
MUC | 1031 | 2537 | 33.56 MuDoCo 260 247 194
OntoNotes B 5220 | 56.80 | 58.66 QReCC 86 90 26 e Introduce a context understanding benchmark designed to assess the performance of LLMs.
CEAF,s | 32.63 | 3693 | 39.27 Repeat InCar 17 15 8
Avg. F1 | 31.71 | 39.70 | 43.83 GECOR 59 62 37 e LLMs under in-context learning struggle with nuanced linguistic features within this challenging
MulatWOZ JGA | 3230 | 4199 | 42.24  CANARD | 47 | 4 | 32 benchmark, exhibiting inconsistencies with other benchmarks that emphasize other aspects of
PDTB-3 Acc 17.16 | 31.29 39.77 Total 469 458 297 language.
MuDoCo R]i)ng ‘S‘ég 3??3 gggé MuDoCo 71 29 16 | . - | | |
__________ Setel 58:_19_ rs 3_:7_2 _ _5_8:_68_ i QReCC 30 78 16 e 3-bit post-training quantization reduces the general understanding capacity of context to different
QReCC soree | aeas || e | Tem IM InCar 19 20 15 extent across the 4 tasks.
T T BLEU [ 2820 [ 39.69 | 4858 GECOR | 6 ! 0
] ROUGE | 49.96 | 5632 | 64.18  CANARD | 127 | 76 | ¢ 9 _
CECOR BLEU | 5327 | 7041 | 83.36 Total 232 125 106 -
__________ ROUGE | 6923 | 73.80 | 86.03 , Q
CANAR BLEU | 21.34 | 4507 | 47.24 Table 9: Number of the major two types errors on three +—
ROUGE | 38.17 | 67.15 | 69.73 LLLaMA models (7B dense, 30B quantized, and 30B ‘8
dense) found in query rewriting. Repeat stands for oY

Table 6: Comparison between dense and quantized mod-
els. Dense LLaMA-7B and 3-bit quantized LLaMA.-
30B share similar memory and disk requirements. D
represents dense model and Q denotes quantized model.

repeat-the-last-query error and LM denotes language
modeling error.




