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     Introduction
● Motivation

○ Understanding context is key to understanding human language, and an essential ability for 
Large Language Models (LLMs). 

○ The size of LLMs hinders the deployment of large models to personal devices and restricts the 
on-device performance of language understanding tasks.

● NLP tasks that demand a nuanced comprehension of linguistic features within a provided context 
are under studied in previous LLM evaluations.

● Our context understanding benchmark aims to provide a comprehensive and in-depth evaluation 
of LLMs from multiple linguistic perspectives.

● We study the performance of various dense and 3-bit quantized LLMs on the query rewriting task.

     Experiments

     The Context Understanding Benchmark

     OPT vs. LLaMA (Query Rewriting)     Dense vs. Quantized (Query Rewriting)

     Conclusion
● Introduce a context understanding benchmark designed to assess the performance of LLMs.

● LLMs under in-context learning struggle with nuanced linguistic features within this challenging 
benchmark, exhibiting inconsistencies with other benchmarks that emphasize other aspects of 
language.

● 3-bit post-training quantization reduces the general understanding capacity of context to different 
extent across the 4 tasks.

3-bit post-training quantization GPTQ (Frantar et al., 2022)

Two types of errors
● Error type 1: repeat the last query
● Error type 2: language modeling

- Example
  User: what is the name of india pakistan border line
  Bot:   The Radcliffe Line was the boundary demarcation line between the Indian and Pakistani 
                portions of the Punjab and Bengal provinces of British India.
  User: who created the radcliffe line
  Bot:   The Radcliffe Line was named after its architect, Sir Cyril Radcliffe, who was the joint 
                chairman of the two boundary commissions for the two provinces.
  User: when was the line published

    Gold answer: when was the radcliffe line published
    Prediction 1 (repeat the last query): when was the line published
    Prediction 2 (language modeling): 1947

● Prior works (Beeching et al., 2023) 
have consistently shown that, under 
the same model size, LLaMA 
outperforms OPT

● Our findings (query rewriting)

○ Model size ~7B

■ OPT > LLaMA

○ Model size ~13B

■ OPT ≈ LLaMA

○ Model size ~30B

■ OPT < LLaMA

● Three model families
○ OPT (Zhang et al., 2022)
○ LLaMA (Touvron et al., 2023)
○ GPT (OpenAI, 2023)

● Various model sizes
○ OPT: 125M, 350M, 1.3B, 2.7B, 6.7B, 13B, 30B
○ LLaMA: 7B, 13B, 30B
○ GPT: 3.5-turbo
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